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Abstract— RoboCup is an international project aiming at
promoting research in Artificial Intelligence and Robotics. The
project includes several distinct leagues were teasrcomposed by
different types of real or simulated robots play socer games
following a set of pre-established rules. The simuled 2D league
uses simulated robots encouraging research on aitifal

intelligence methodologies like high-level coordirton and

machine learning (ML) techniques. This paper preserst a
concrete application of several ML techniques in the
identification of the opponent team and automatic dtection of
some of its characteristics and also on the classiition of robotic

soccer formations. The experimental tests performedjsing three
distinct datasets, enabled us to conclude that tH8upport Vector

Machines (SVM) technique allows classifying complerata with

higher accuracy than the k-Nearest Neighbor and Neal

Networks. The very good accuracy revealed by the W

technique, even with small data sets, enables thesaithis ML

technique in real games for performing online oppoent and

formation classification.
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Another important aspect is to identify the oppdrteam that
FC Portugal is playing with and its characteristitghe first
moments of the game. In this paper a comparativeysof
three techniques for classification is presentdue llowing

techniques have been used: Support Vector MacliiBesl)

[5]; Artificial Neural Network (ANN) and k-Neare$teighbor.
The environment tool used for machine learning aiath
mining experiments was RapidMiner [6].

This paper is organized with an initial explanatiminthe
RoboCup Competition with special relevance for
simulation leagues. Next, an explanation and detsen of the
three algorithms is presented. After that the kifidneasures
used to compare the classifiers and the statidtigabthesis to
compare the average performance of the classifaes
presented. Finally the experimental results arsgimed along
with some conclusions and future work.

the

II.  ROBOCUPSOCCER

RoboCup is an international cooperative projegirimote
Artificial Intelligence, Robotics and related fisldIt is an
attempt to promote artificial intelligence and rtibs research
by providing a standard problem where a wide raonfe

RoboCup Simulation League has been one of the firdgchnologies can be integrated and examined. Toerkigoal

competitions integrated on the RoboCup internatipnaject.
The main goals of this league are concerned witreldping
the high-level decision and coordination modulegeaims of
robots [1]. The 2D simulation league has evolve@rothe
years, but the principal architecture of the sirulés the same
at it was firstly used in 1997 [1]. Th8occerservelis the
simulator that creates a 2D virtual soccer field &éme virtual
players that are modeled as circles. This simulatpiements
the movement, stamina, kicking and refereeing nsodélthe
virtual world [2]. Another aspect that brings reaiiis the fact
that the models in the simulator are taken botmfreal robots
and from human like characteristics. The team ofFfe@tugal
[2,3] has demonstrated very good results sinceréation in
2000 and has won several European and World cotiopeti
[1]. The research focused development of the tsaomé of its
main assets and still continues as every year hallenges are
introduced. One concept that has been studiedheisisability
of formations [4]. One important aspect is to bk db classify
and predict the formations that are being used ameg.
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of the RoboCup project is to create a soccer teath w
humanoid robots that can play and win to the wohdmpion
soccer team, by the year of 2050 [7]. In this mbjbere are
different leagues divided in two main groups: ratstand
simulation. The first group involves physical robotvith
different sizes and different rules based on thrapsgition that
they integrate. The second one has the goal ofouitthe
necessity to maintain any robot hardware, beinge atol
research on artificial intelligence, coordinatiomrthodologies
and team strategy. There is plenty of work perfatnaad
published concerning RoboCup [1][2][3][7] and itii¢eresting
to conclude that this competition and its assodigteblems
still maintain the initial activity and interest.dvke information
about the distinct leagues can be found in [3]gihce the
detailed description of these leagues is beyonddbpe of this
work. However a basic explanation of the simulaieague is
presented bellow.
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A. Slmu ation league

There are three fields of simulation: 2D and 3D Bation
League and Mixed Reality with Eco-Be Citizen Robdtsthe
2D Simulation League two teams of eleven autononagesnts
(software programs) each play soccer in a two-dgiosmal
virtual soccer stadium implemented by a centralesercalled
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KNOWLEDGE DISCOVERY AND DATA MINING

In Knowledge Discovery in Database (KDD) and Data

Mining (DM) methodologies there are several phasesctract
knowledge [9]. Initially it is important to idenyifthe domain
and application of DM, next it is necessary to celan
appropriate set of data. When the data is chosetage for

SoccerServerThis server knows everything about the gameperforming cleaning operations and dealing with sinig

the current position of all players and the balheTgame
further relies on the communication between thereseand
each agent. Each player receives from the sereerelative
and noisy input of his virtual sensors (visual, st and
physical perceptions), and may perform some basintands
like dashing, turning or kicking, in order to infioce its
environment [7].
complex physics increases the simulation realisnfatt, the
3D Simulation League began with a spherical robodeh
Nowadays it implements a humanoid model identicathie
Nao Robot from Aldebaran. Finally the mixed realitas
introduced in 2007 using the Eco-Be Robots froniz€it as a
standard platform. Here the soccer game is on ta@pwirtual
field with a virtual ball, using the concept of amgnted reality.
Fig. 1 shows examples of these three categories. first
picture is a frame of a 2D footbhall game, the sdcam
example of humanoids on a 3D field and the last sim@ws
four Eco-Bes in a platform that is a soccer fielithva virtual
ball.

Figure 1. Three different simulation leagues (Adapted frof) [1

There are many research teams from all over thédwtioat
participate in RoboCup simulation leagues. Portugkso
participates in this type of leagues with the FCtigal team
(joint project from the Universities of Aveiro ambrto). In the
next section a more detailed description about Raiguguese
team can be found with emphasis to the 2D SimuldtEague.

B. FC Portugal Team

FC Portugal was created in 2000 and entered inyteat at
its first competition, the European championship
Amsterdam, The Netherlands. Since then FC Portuggmlwon
five European and three World Championships [1}éweral
simulation leagues. There are certain unique chexiatic only
available in this team, such as its flexible sggtecapacity to
play with different formations and dynamic posiiiogn and
role exchange. Preliminary work on knowledge discgv
using RoboCup simulation league data [4] enableapfuly, to
this type of data, several learning algorithms labée on
WEKA [8] such ZeroR, OneR, J48, Naive Bayes, k-Mefar
Neighbor, PART, Multilayer

considered the data obtained by simplified simafat2D
games using a simplified version of the FC Portigam as
the object of study. The main simplification was temoval of
the ability to perform dynamic positioning and rarchange
from the team. One proposal of this work is to gttlte main
differences between the data base inspired byrd]anew,
more challenging, data base with dynamic positigraind role
exchange active. The work is also focused on tiectien of
the team opponent in the first moments of the game.

Perceptron and Sequéntia
Minimal Optimization (SMO). However this study only
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values is taken care. This phase is typically knasnpre-
processing. The transformation is another esseptiake for
reducing the data dimension, or choosing the ate#or even
making the data discrete. Another step is the Dbtgss that
involves the definition of the task, the model ahd learning
algorithm. Evaluation of the model and interpretatiof the

Adding an extra dimension and moreresults should help the next phase of decisiondsgiving the

extracted knowledge. The three machine algorithissudsed
here are categorized as supervised, because theeslare
known and the objective is to sign the new obs@mab the
respective class using a specific function.

A. Support Vector Machines

Support Vector Machine is a technique based oisttat
learning theory which works very well with high-démsional
data and avoids the curse of dimensionality prodleth The
objective is to find the optimal separating hypang between
two classes by maximizing the margin between tlesses’
closest points. There are several cases which dhmuktudy,
one it is the linearly separable classes with ctdsand class -
1. The problem can be interpreted as an optimizatioich

M\

min‘=- )
subject to the next Equation:
y,(w X, +b) =1 wherei =12,...,N (2

where wix +b=0 is the hyperplane of a linear classifier
which maximizes the margins agdrepresents the class, and x
represents the input vector. The points on the taties are
called support vectors.

There are solutions for multiclass problems and tfer
cases that are not linearly separable. These eajdas can be
found at [9][10][11]. To obtain the parameters mos$tthe

atimes it is used cross-validation or another scheafe

experimental parameters [9][10].

B. Artificial Neural Network

Artificial Neural Network (ANN) is a
mathematical/computational model that attempts itoulsite
the structure of biological neural systems. It ésissof an
interconnected group of artificial neurons and pE3ES
information using an approach of connection. In teases an
ANN is an adaptive system that changes its stradbased on
external or internal information that flows throutile network
during the learning phase. Fig. 2 shows an exaofpdesimple
ANN:
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Figure 2. Simplified view of an ANN (Adapted from [12])

The neurons are typically identical units that evanected
by links. The interconnections are used to sendassgfrom
one neuron to the other [13]. The concept of weidlgtween
nodes is also present since it is used for estadishe
importance from one connection to the other. Thievokk may
contain several intermediary layers between itsutingnd
outputs layers. The intermediary layers called aiddayers
and the nodes embedded in these layers are caiiieibrh
nodes. In a feed-forward neural network the nodemne layer
are connected only to the nodes in the next layére
Perceptron is the simplest model since do not ngehaden
layers. One of the most used models for classifinatising
ANNSs is the Multilayer Perceptron using the backmagation
algorithm in which ANNs have 3 or 4 layers. Thedatvas the

model used in this study.The ANN model has several

characteristics like the capability of handling wadant
features since the weights are automatically lehctheing the
learning phase. The weights for redundant featteed to be
very small. The method called gradient descentq%jsed for
learning the weights which often converge to soroeall
minimum; however one way to overpass the local mmimn is
to add a momentum term [9] to the weight updatenida.

Another known characteristic is the consuming tirfioe

training an ANN, especially when the number of leidchodes
is large.

C. K-Nearest Neighbor

A Nearest Neighbor classifier represents each elaaypa
data in a d-dimensional space, where d is the nurobe
attributes. Given a test example it is computedptiogimity to
the rest data points in the training set, using easure of
similarity or dissimilarity, such as Euclidian maas or its
generalization, the Minkowski distance metric, theccard
Coefficient or Cosine Similarity [9]. The k-nearestighbor (k-
NN) of a given example refers to the k points &t closest to
the example. Some of the main points that chaiaetbk-NN
are the insertion in the category of lazy learnsirgce they do
not require building a model and only make the&dictions
on local information. However classifying a tesample is an
expensive task because it is necessary to compditadually
the proximity values between the test and trairémgmples.
An important decision about the proximity measurés ialso

necessary since the wrong choice can produce wrong

predictions [9].
D. RapidMiner Environment
The RapidMiner is a software for all stages in Krexnlge

Discovery in Databases. It runs on every platformd a

operating system with the language Java, the KQijepts are
modeled as trees operator which is extremely intiiind can
be saved as building blocks for later re-use. Titermal XML
representation ensures standardized interchangafaf data

mining experiments. Other interesting charactstiof31

arch 24" 201? .
RapidMiner are: simple scripting language allowirfigr

automatic large-scale experiments; multi-layereda deiew
concept ensuring efficient and transparent datalliran An
additional property is that the machine learnimgdiy WEKA
is fully integrated in RapidMiner [6].

The flexibility in using RapidMiner is another
characteristic, since it has graphical user interfé€GUI) for
interactive prototyping; a command line mode (batxide) for
automated large-scale applications and Java afiplica
programming interface (API) to produce more progsaithe
initial version known as YALE (Yet Another Learning
Environment) has been developed by the Artifiaélligence
Unit of University of Dortmund [6]. Today the coref
RapidMiner is Open-Source and an edition for then@oinity
is free of charge, however the Enterprise Editiczeds a
proprietary license. The recent version 4.5 bringsre
facilities like a new operator called “Script” [&]r professional
analysis process design where built-in operators ot
sufficient to achieve a desired task. The Rapid¥Mpreject is
also characterized for giving quick responses toelbper
guestions posted in its forum (rapid-forum [6])ncg it is
maintained by several full members. This reveats ahtivity
and growing of this software allied to the attentgiven by the
users and researchers on Data Mining.

IV. EXPERIMENTAL DEVELOPMENT

The comparative study of the three above mentioned

algorithms involves the dataset produced by thetipos of
the players of the FC Portugal in 2D Simulationglea The
performance measures are briefly described in $kistion
together with the experimental settings and results

A. Data set description

The dataset was produced with the X, y positionsl@fen
players of FC Portugal in 2D Simulation Leagueiindistinct
games with dynamic positioning and role exchangetlie
players. FC Portugal played two games against samgn
robotic soccer teams: Hellios, Brainstormers and. {i. The
attributes used for this study are the ball anggrls positions
and the class is the formation that the team waging with.
The classification became a multi-class probleneesithe FC
Portugal could play with ten different formations.

Table | displays the possible formations that gt could
play and Fig. 3 presents an example of a formd8as).

TABLE I. FORMATIONS OFFC PORTUGAL - MULTI-CLASS PROBLEM

Classe One  Two Three Four Five Six Seven Eight Nine Ten

Formatior [ 433 442 343 352 541 532 361 451 334 325

Figure 3. FC Portugal team playing in 325
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The coordinate x has the range of -52,5 and
coordinate y varies between -34,0 and 34,0 (cooratipg to a
typical real soccer field of 105x68m), where thatee of the
field is the origin of the referential [3]. The gam were
executed in Linux and the logs files are conveitetkxt files
with a simple applicatiogetWStatd4] written in C++ for this
purpose. The information that can be extracted fiteengames
are the position and velocity of the ball and tleven players
of the two teams and other particular charactesstike
stamina, kicks, head and body angles. In a prewierk [4] it
was discovered that the database with the centerag$ of the
FC Portugal team produces better results. Sinceriherdial
objective of this work is to compare three diffdrelassifiers
and obtain the best model, the variables correspgro the
center of mass were included on the databasesefbherthe
final data set had the positions of the players, ghsition of
the ball, the center of mass and the formation E@aPortugal

TICA2010), Leiria, Portugal, March 24", 2010 _ .
appropnfa\te method and the proceéure firstly diwithe dataset

into two parts and with an incremental ratio of §&atively
adds this percentage of examples into the traisuigsets and
then calculates the performance values on the first set.
Recall and Precision are two more metrics emplojed
studying more precisely the distribution and prédic of
classes and in cases where successful detectioneobf the
classes is considered more significant than deteadf the
others classes [9]. In other words Precision casdsn as a
measure of exactness or fidelity and Recall as asore of
comprehensiveness. In this paper it is also usedl@ifold
cross-validation to compare the performance of these
classifiers. The procedure initially begins wite thivision of
the dataset into 10 equal-sized partitions. Therh edassifier
is applied to construct a model from 9 of the morsiand test it
on the remaining partition. This step is repeat@dirhes, each
time using a different partition as the test seic& the

was playing. Thus, the data base has 26 numericdl aobjective is to compare the three classifiers i$ fedlowed the

continuous attributesRf®) and one nominal attribute (10
formations options of FC Portugal). The first datg®atabase
A) has 37943 examples with approximately 6000 cydig
game. There are differences on the number of exesrgihce
there is the possibility to have periods in the gatimat are
stopped or others that are not counted but in whlalers are
still moving and thus are included in the databasdeer an
initial exploratory study it was verified that mosf the
samples that were incorrectly classified were neaach other
and near (in time) the transition between two st
formations. This fact revealed that the changing tioé
formation is not instantaneous. In fact, there edod of time
of adaptation to the new formation. In this peripthyers are
moving from their positions in the previous fornaatito their
positions in the new formation. Thus, althoughhie tlatabase
the correct formation of the team is consideretbeécthe new
formation, the real formation is between the old arew
formations during this transition stage. To engideforming
different experiments, five cycles were removednirdhe
transition period (where the correct formationngpossible to
recognize) obtaining a second database (DatabaswitB)
35660 examples.

B. Performance measures, comparision analysis and
configuration

To be able to quantify and compare the performarficbe
three algorithms several measures were analyzefhriance
evaluation of a classification model is based @ dbunts of
test records correctly and incorrectly predictedtiy model.
These counts are written in the confusion matrith@ugh this
matrix provides the information necessary to deiteenhow
well a classification model performs, it is sigodnt to
compare the performance of different models witht jane
single number. This can be done using accuracip (patween
number of correct predictions and the total numioér
predictions) or error rate (ratio between numberwsbng
predictions and the total number of predictionsdsiHles that
there are several methods for estimating the gkredaerror
of a model during training, for finding a model kita
manageable complexity and not susceptible to dtiagi The
methods used for evaluate the performance of sifitasare:
holdout method; random subsampling, cross-validaémd
bootstrap [9].

Another line of study is to answer to the questidrthe
required dimension of the training set using défer
classifiers. The construction of the learning cunge an;,

recommendation to acquire a bigger sample by impiimg a
scheme of 3x10 cross-validation in order to obgadimension
sample of 30 examples and by the Central Limit Téweo
perform a parametric test. The paired samples tt desl

ANOVA were performed with a significance level $f%5This

was compared to p value to obtain (or not) statib&vidence
that the classifiers are different. By applying théest and
ANOVA the p values obtained were near to zero ss than
0,05. Thus, there are statistical evidences tanafthat the
means of the results produced by the three classifare
different. It is important to refer the settingsdaparameters
used for applying the classifiers. The comparisdnthe

classifiers was made using mostly the system defaul

parameters. However in RapidMiner it is availablee t
GridParameterOptimization operator for generatihg best
parameters for a particular task. This kind of gtodn be done
in future work. Since the classification is a nuldss problem
the RapidMiner incorporates the LibSVM developedGhih
Chang et Chih-Jen Lin [14] which supports multislésarning
and probability estimation based on Platt scaliag groper
confidence values after applying the learned maouoiel a
classification data set. The operator support$Siikl types C-
SVC and nu-SVC for classification tasks. The ddferes are
basically over the parameters. The range of Coisfzero to
infinity but nu is always between [0, 1]. For expental
results the type of SVM used was C-SVC which agptiae
against one approach and the kernel used was RBE. T
parameters introduced are registered in the téble |

TABLE II. PARAMETERS USED WITHLIBSVM
Parameters Values
Kernel Type RBF
Gamma 0
Tolerance of termination criterion 0,001
Cost parameter for C-SVC 0

To apply Artificial Neural Networks the W-Multilaye
Perceptron operator, also available on WEKA, wasseh.
This operator is characterized for producing asifes that
uses backpropagation to classify instances and weee
network can be built by hand, created by an algarior both.
The network can also be monitored and modified ndyri
training time. The nodes in this network are siginexcept for
when the class is numeric in which case the outmdes
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become ‘unthresholided linear units. The paters are in tal
Il

TABLE lIl. PARAMETERS USED WITHMULTILAYER PERCEPTRON
Parameters Values
Learning rate for backpropagation 0,3
Momentum rate for backpropagation 0,2
Number of epochs of training 500
Hidden layers in the network 1
Hidden nodes in the network 18

The default parameter for the hidden nodes wasuleaél
using information about the number of attributed elasses b
the formula hidden nodes = [(attributes+classe: The
simplest classifier Nearest Neighbors was performigid K=3
andthe type of measure used was mixed Euclidean distdn
the next section the results of the comparison opeed
between the classifiers are discussed together aitmore
detailed study.

V. EXPERIMENTAL RESULTS

This section describes the resulfsseveal experimental
tests. Applying support vector machine, neural netvand |-
nearest neighbor and compare the results condumiethe
dataset with information aboufFC Portugal team. The
experimental results were performed in RapidMiVersion
4.4 [6] in a Pentium dualere processor T2330 (1.60 GHz, ¢
MHz FSB L2 Cache) and 2 GB DDR2. The processing
was also measurezhd compared in the different experiel.
The first experience was a simple project usindfitise datase
without the data prerocessing and using the method o-
cross-validation for evaling the accuracyThis experience
was also repeated with the second dataset. Thésredithis
experience are shown in table IV. It can be obskthat the
time consumed by the projetiat involves Neural Networks
the most expensive and the best results about amclare
demonstrated by 3-Nearest Neighbor.

TABLE IV. ACCURACY AND TIME OF EXPERIENCEI
Classifiel
SVM NN 3-NN
Data Base A Accuracy (%) 95,77 80,99 99,78
Time 4821” 5h18°16" 1h7°3”
Data Base B Accuracy (%) 97,69 84,72 99,97
Time 34°36” 4h33°36° 17°47”

The next step consisted in use the second datedebastruct
the learning curves which are represented i. 4.

Learning Curves
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Figure 4. Relation between training séimension and accure
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It is possible to obtain some conclusions aboutdéhening
curves. In fact with approximately 15% of the tiagset the
accuracy is almost at their pick using SVM ar-NN. The
initial slope of the learning curve using SVM is ne marked
than the others two learning curves which indicatemore
quickly phase of learning with a smaller trainirgy. SThe ANN
has a more oscillatory curve and do not pass thé 90
accuracy. This may be due to the reduced numbdidafen
nodes usecdthat may limit the network learning abilitie
Further experiments using distinct number of hidedemdes
may be needed to further validate this apprc¢ For testing the
three classifiers with a different database and wdifferent
games were performed mxrimental work with a Database
with 2 games of the receRC Portuge team. The objective of
this experience is to study how well the previolessifiers
(using database B as the training set) can prédidbrmation:
of FC Portugal team buh a different context of games and
strategies.

TABLE V. ACCURACY AND TIME
SVM NN 3-NN
Accuracy (%) 50,1« 50,13 45,90
Time (”) 814"  40719” 755"

In these conditions the best performance were pexdiby
SVM with an accuracy of 50,14%. The neural netwaalso
had a near performance with 50,13%, however ush&
quintuple in terms of consumed time. The lysis of the
confusion matrixeseveals more information about in wiFC
Portugalformation the classifiers encountered more preati
difficulties. Obserung the confusion matrixes the class six
a higher value of class recall on the three classifand the
class nine represents the lowest results in recall precision
Another particular outcome is the distribution loé tpredicting
class when the e class is 361, 334 or 325. This reveals s
difficult in distinguish these formations among ath The
worst results are verified near the consecutivessclavith
several examples incorrectly classified betweerctmesecutive
classes (for example, seamk examples of class 1 ¢
incorrectly classified as being of class 2). Thémexplanatior
for this result seems to be related with the simgé&aning
process applied to the database. In fact, onlydixaes in the
class transition were cleaned bunalyzing the games
afterwards lead us to the conclusion that the itiansproces:
may take about 20 or 30 cycles while players mowenfthe
old formation position to the new formation positioThus,
several examples in the transition between themses were
used to train the classifier but were incorrecthssified. This
may lead, not only to the incorrect classificatioh the
examples near the transition but also to the iect
classification of examples in the rest of the clgsice
incorre¢ examples of that class were used in the trai
process). Thus, perhaps a more thoughtful clegmiaogess o
the databaseshould be performed. This process shoulc
conducted taking in consideration the opinion gpe¥is tha
may correctly classifyhie example near the transitions betw
formations, stating the exact point where the fdaiomahas
completely changed.
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Opponent detection experiment

A final experiment was performed to detthe opponent
team playing against FC Portugaid its formation. The fir:
results achieved were quite surprising since, using gam
with each team as training set, it was very easgatwectly
classify the other games. A very simple algorithmhsask-
NN could achieve almost 100% of examples corre
classified in the first 20 cycles of the testingnga However
the justification for this result is also easy. Tusitions for the
opponent players are typically the same, in eachegdefore
the stat of the game due to the fact that the playerslaestly
positioned on their starting position. Thus, thest teset
composed by the staof the game is not very good to perfa
this analysis since it is very easy to classifyteAt set take
from themiddle of the game would be more interesting to
for this experiment. One should take in considerathat the
final objective is to identify the team but alse dharacteristic
that may change throughout the game. Thus a tesiksn in
the middleof each of the test games (cycles -3000 and
cycles 3500000) was used for testing the classifier.
results achieved may be analyzed on Eig.Analyzing the
figure it is easy to see that the type of resutthieved i<
similar to the results achied for the formation classificatic
task. However, the accuracy achieved is superiothie task
than for the formation classification task. Thiems to be du
to the fact that in this task we were only clasedythe
examples in three classes and theee opponent teams
very different formations, consequently being vegsy tc
identify. For other teams that use the same bade, @nd thu
the same global formation this may be a lot moffecdit.

VI. CONCLUSIONS ANDFUTURE WORK

The comparative sty of SVM, NN and -NN was
conducted by three ways. The first was analyzireptbtical
concepts behind the machine learning algorithms Hre
inspiration that supports each of the techniqués. k-NN is a
simple technique which looks around the mosmilar
examples to classify the newest example. The NN ih
inspired inthe properties of biological neurc. Finally the
SVM has an interesting geometrical interpretatiorotider tc
find the best decision boundarfhe experimental resul
achieved ertale us to compare the classifiers models in st
Experiences were performed in order to obtain tesatbour
predictions of formations of~C Portuge team and their
opponent teams. The conclusions obtained revealedift a
model is trained with certain games théeNR shows better
results in predicting formations with those gantdswever in
reality the training games are not the same froratwie wist
to predict. So, when is applied another test st widifferen
data set of games the results prodiusg SVM are in terms ¢
accuracy the best. Another important point to lierred is the

time consumed to implement and finalize the prc~;je'rr:t34
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RapidMiner. Applying crossalidation for all schemes the N
is the most expensive in terms of computationime
consumed.

For future work it is important to test and applther
algorithms and test several others measures i tydmnfirm
the results here obtained. Also, a more detailedrihg in the
instances should be made using the opinion of é&xpin fact,
in the tested datasets, there are some cyclesthaimilar tc
others because of game stopped times. Also thegoipof
formations periods should be taken in consideratioore
carefully. Finally further tests are needed in thgponen
classfication task, using a higher number of differ
opponents that use similar strategies and sinolandtions
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